                                          Information theory and coding(EC-412)

Short answer  questions 

                                                      Unit-1
1  Define Mutual information
2 State source coding theorem


3  Define  entropy?
4  Define Binary Symmetric Channel?

5 List out the properties of  entropy

6 Define weight of the code 

7  What is hamming distance? Find the hamming distance between codes 110011 and 011100

8  Define Redundancy?
9   List out the properties of measure of information
10 Define Channel Capacity 

11  Define syndrome 

12 
Explain two properties of mutual information  with proofs   
13 
 Define conditional entropies
14 Explain rate of transmission of information
15 Draw and explain in brief block diagram of digital communication system
                                                               Unit-2
          1 What is parity checking?

          2 State the advantages of cyclic codes?

          3 Distinguish between  discrete and continuous channels

          4.What is constraint length of a convolutional code?

         5 Give the characteristics of BCM code

         6. Explain Advantages and disadvantages of convolution code

         7 Explain linearity and cyclic property of cyclic codes

         8 Explain extended codes and hadmard code

