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DEPARTMENT OF ELECTRONICS & COMMUNICATION ENGINEERING

Information Theory & Coding :
Unit – 1 :

Part-A :
1.State source coding theorem.

2.State channel capacity theorem.

3.State channel coding theorem for a discrete memory less channel.

4.What is prefix coding?

5.Define mutual information and its properties.

6.What is average information or entropy?

7.What is a relationship between uncertainty and information?

8.If X represents the outcome of a single roll of a fair die. What is the entropy of X?

9.A code is composed of dots and dashes. Assume that dashes three times longer than dot and has one third of probability of occurrence. Calculate average information in the dot-dash code.

10.Calculate entropy H(X) for a discrete memory less source X, which has four symbols X1,X2,X3 & X4 with probabilities P(X1)=0.4,P(x2)=0.3,P(X3)=0.2 and P(x4)=0.1.

11.Consider an additive white Gaussian noise channel with 4 KHz bandwidth and noise power spectral density ?/2=10-2 w/Hz. The signal power required at the receiver is 0.1 mw. Calculate capacity of this channel.

12.Give the kraft-Mc millan inequality for the instantaneous code.

13.Calculate the amount of information if Pk=1/4.

14.Define efficiency of the source encoder

15.Define rate of information transmission across the channel.

16.Define bandwidth efficiency.

17.Define code variance & code redundancy

18.Write the properties of information

19.List out the parameters to evaluate a encoder as efficient encoder.

20.What is shannon limit?
21  Let X and Y represent random variables with associated probability distributions p(x) and

p(y), respectively. They are not independent. Their conditional probability distributions are

p(x|y) and p(y|x), and their joint probability distribution is p(x, y).
Part- B
1. What is the marginal entropy H(X) of variable X, and what is the mutual information

of X with itself?

2. In terms of the probability distributions, what are the conditional entropies H(X|Y ) and

H(Y |X)?

3. What is the joint entropy H(X, Y ), and what would it be if the random variables X and

Y were independent?

4. Give an alternative expression for H(Y ) − H(Y |X) in terms of the joint entropy and

both marginal entropies.
5. What is the mutual information I(X; Y )?

 (a) Write down the marginal distribution for X and compute the marginal entropy H(X) in

bits.

(b) Write down the marginal distribution for Y and compute the marginal entropy H(Y ) in

bits.

(c) What is the joint entropy H(X, Y ) of the two random variables in bits?

(d) What is the conditional entropy H(Y |X) in bits?

(e) What is the mutual information I(X; Y ) between the two random variables in bits?

(f) Provide a lower bound estimate of the channel capacity C for this channel in bits.

(a) What is the entropy H, in bits, of the following source alphabet whose letters have

the probabilities shown?

A B C D

1/4 1/8 1/2 1/8
(b) Why are fixed length codes inefficient for alphabets whose letters are not equiprobable?

Discuss this in relation to Morse Code.
(c) Offer an example of a uniquely decodable prefix code for the above alphabet which

is optimally efficient. What features make it a uniquely decodable prefix code?
(d) What is the coding rate R of your code? How do you know whether it is optimally

efficient?
(e) What is the maximum possible entropy H of an alphabet consisting of N different

letters? In such a maximum entropy alphabet, what is the probability of its most

likely letter? What is the probability of its least likely letter?
A. Prove that the information measure is additive: that the information gained from observing

the combination of N independent events, whose probabilities are pi for i = 1....N, is

the sum of the information gained from observing each one of these events separately and in

any order.
B. What is the shortest possible code length, in bits per average symbol, that could be

achieved for a six-letter alphabet whose symbols have the following probability distribution?

C. Suppose that ravens are black with probability 0.6, that they are male with probability

0
phase spectrum, is indispensable in order for the image to be intelligible?

Describe a demonstration that proves this.
UNIT I
1. Encode the following messages with their respective probability using basic Huffman algorithm:
	M1
	M2
	M3
	M4
	M5
	M6
	M7
	M8

	1/2
	1/8
	1/8
	1/16
	1/16
	1/16
	1/32
	1/32


Also calculate the efficiency of coding and comment on the result
2.      State and prove the source coding theorem
3.      State and prove the properties of mutual information.
4.      Two BSCs are connected in cascade as shown in Fig.


Find the channel matrix of the resultant channel. Find P(z1) if P(x1)= 0.6 and P(x2)= 0.4
5.      With the following symbols and their probability of occurrence encode the message “rose#” using Shannon coding algorithm.
	Symbols
	r
	
o
	s
	e
	#

	Probability
	.1
	.3
	.2
	.3
	.1


6.      Explain Linear Predictive Coding
UNIT II
1.      For a systematic linear block code, the three parity-check bits c4, c4, c6 are formed from the following equations:
c4 = d1  d3     ; c5=d1 d2  d3;                c6 = d1 d2
(i)Write down the generator matrix (5)
(ii)Construct all possible code words. (5)
(iii)Suppose that the received word is 01011. Decode this received word by finding the  location of the error and the transmitted data bits
2.      Determine the encoded message for the following 8- bit data codes using the CRC generating polynomial p(n)= x4+x3+x0.
(i)11001100                (ii)01011111
3.      Consider the (7, 4) Hamming code defined by the generator polynomial g(x) = 1+x+x3. The code word 1000101 is sent over a noisy channel, producing the received word 0000101 that has a single error. Determine the syndrome polynomial s(x) for this received word. Find its corresponding message vector m and express m in polynomial m(x).
4.      Consider a (7,4) cyclic code with generator polynomial g(x)= 1+x+x3. Let data d= (1010). Find the corresponding systematic code word.
5. Construct a convolutional encoder for the following specifications: rate efficiency ½, constraint length 3, the connections from the shift register to modulo – 2 adder are described by the following equations,
g1(x) =1+x+x2, g2(x)=1+x2.Determine the output codeword for the message [10011]
6.      A rate 1/3 convolution encoder has generating vectors as g1= (100), g2= (111), g3= (101)
(i)Sketch the encoder configuration.
(ii)Draw the code tree, state diagram and trellis diagram.
             (iii)If the message sequence is 10110, determine the output sequence of the encoder
7.      A convolution encoder has a single shift register with 2 stages, 3 mod-2 adders and an output Mux. The generator sequence of the encoder as follows: g(1)=(1,0,1), g(2)=(1,1,0)  g(3)=(1,1,1). Draw the block diagram and encode the message sequence (1110) and also draw the state diagram.
